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Class objectives

= After the end of this session, (hopefully) the
students would be able to understand and

correctly describe the concept of the following
topics:
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Toplics outline

Medical statistics Il

-

9.9

Statistical inference

Hypothesis generation and testing
The alpha level and p value

Type | error and type Il error

Test of statistical significance

Test of clinical importance
Confidence intervals

Impact (size of effect)
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Inferential Statistics

= Learning objectives
= Statistical inference
= Confidence intervals
= Hypothesis generation
» Hypothesis testing
» The alpha level and p value
= Type | error and type Il error
» Test of statistical significance, clinical importance
» Impact (size of effect)
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Statistical Inference
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Statistical Inference

If we want to know the birthweight of
newborns from smoking mothers and non-
smoking mothers, how should we design
and analyze our study?

Given that you are ...
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Statistical Inference
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So you just log-in to your infinite database...

/ Smoking mothers Birthweight
(n=unknown) 2600 gm
Source population
of all mothers
(n=unknown)
Non-smoking Birthweight
K mothers (unknown) 3000 gm
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Statistical Inference

If we want to know the birthweight of
newborns from smoking mothers and non-
smoking mothers, how should we design
and analyze our study?

But if you're not ... Then, what should you do?

-
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Statistical Inference
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Source population
of all mothers
(n=unknown)

NI
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Smoking mothers
(n=74)

Birthweight
2772+£659 gm

Non-smoking
mothers (n=115)

Birthweight
3055+752 gm
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Statistical Inference

Sample
Sampling PRI —— — — — — =
/ \
I \
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Smoking mothers Birthweight
' (n=74) ! 2772£659 gm
[ |
Source population | |
of all mothers : :
[ [
(n=unknown) | |
| |
Non-smoking Birthweight
| mothers (n=115) | 3055+752 gm
& | |
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\\ ___________ _ /l
_: ::_ Me Jrkﬁl ' RS Introduction To Medical Statistics P Phinyo



Statistical Inference

Sample statistics

7
’
|
4 l
Smoking mothers Birthweight
(n=74) ; 2772£659 gm
Source population :
of all mothers |
(n=unknown) :
Non-smoking : Birthweight
K mothers (n=115) [ 3055+£752 gm
|
|
\
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Statistical Inference

Point estimate!

Sample statistics

Is it 277277

Smoking mothers
(n=74)

Birthweight
2772£659 gm

T True BW of

smoking moms

True BW of non- ]

i smoking moms

Is it 305577

7
/
|
|
|
|
|
|
|
|
Non-smoking : Birthweight
mothers (n=115) [ 3055+£752 gm
|
I
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Statistical Inference

_— e | |
Pointestimate’  \why is there a difference??

A= 2772-2600

T BW smoking J Smoking mothers Birthweight
moms= 2600 (n=74) 2772+659 gm

BW non-smoking Non-smoking Birthweight
& moths = 3000 mothers (n=115) 3055+752 gm

A=3055-3000
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Statistical Inference

Point estimate! Difference between the point estimates and the
unknown population mean is due to sampling error!

A= 2772-2600

T BW smoking J Smoking mothers Birthweight
moms= 2600 (n=74) 2772+659 gm

BW non-smoking Non-smoking Birthweight
& moms = 3000 mothers (n=115) 3055+£752 gm

A=3055-3000

Sampling error — error introduced because we are

working with a sample and not the population itself.
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Statistical Inference

Population parameter

BW = 2600 gm??

'

Sample statistics
BW = 2772 gm
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P Phinyo
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Statistical Inference
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Statistical Inference

2600 gm

2772 gm

4 N\
\o.l sl) \o.l o.l) ) X)) |
oODeD | c| oo c | @)D O)ID
oOpeD | ©| o esm o | @) @)D
OOl | X|eomem | | OB
oOBeOD | |opem | | Obel
o) OB () 2)) o) OB
\_ J
QA W.l

o) VD @ )

OB OB OB OB e

o) O)BD O)BD O)D OB (@

) X)) X)) X)) X)) .

) X)) X)) X)) X)) ..

) X)) X)) X)) X))

OB O)B 0)B O)D 0D 7. .

) X)) X)) X)) X)) .

o) OB O)B O)D @)

) o .l

) X))

4 )
() ) Ql o.l o.l o.l () )
oBeD | - | OBeD = | @B o®
DOl | o oD e’ > @I &)
oOmel | | oBem 3K ) X))
oOBDOD | < | OB oD S | @M @)
OO | | Do AN ) X)) |

\_ _J \__ Y, \_ Y,

P Phinyo

Introduction To Medical Statistics

N

C NI



a

¢

Statistical inference

= If the number of trials are large enough then the sample
means will follow a Normal distribution because of the

central limit theorem

-3 2560 -1 2600 +1

2500 2600 2700 24700 +3
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Statistical Inference
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Standard error

= Standard error of the mean
= SD of the mean

o _ 5D
Vn

As the sample size increases, the estimated standard error decreases. The bigger the
sample, the smaller is the error in our estimate of population mean.

2% CMI <

9.5 Introduction To Medical Statistics P Phinyo



Standard error

= Standard error of the mean

. Why divided by v/n ?

Scenario 1: Mean 100 SD 10 N=10
= Scenario 2: Mean 100 SD 10 N=100
= Scenario 3: Mean 100 SD 10 N=1000
= Scenario 4: Mean 100 SD 10 N=10000
= Scenario 5: Mean 100 SD 10 N=100000
= Calculate the SE for each scenario

e NI
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Standard error

-

9,0

Standard error of the mean
. Why divided by vn ?

Scenario 1: Mean 100 SD 10 N=10 SE 3.16
= Scenario 2: Mean 100 SD 10 N=100 SE 1.00
= Scenario 3: Mean 100 SD 10 N=1000 SE 0.32
= Scenario 4: Mean 100 SD 10 N=10000 SE 0.10

=  Scenario 5;: Mean 100 SD 10 N=100000 SE 0.03
= (Calculate the SE for each scenario

-

As sample size increases, the standard error of the mean decreases
and will continue to approach zero as your sample size increases
infinitely (closer to the TRUE population size)

~
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Confidence interval

= 95% confidence interval
» Upper bound
Mean + 1.96 (SE)

= | ower bound
Mean — 1.96 (SE)

s MedCMU
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95% Confidence interval

95% Confidence Intervals for the Mean
Normal Data

We're 95% confidence that the estimated confidence interval would contain the TRUE population parameter.
Or, in other words, there’s a five percent chance that the derived Cl would not contain the TRUE parameter at all

20 40 60 g0 100

samplelD

Parameter in Cl # Yes @ Mo
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Confidence interval

Confidence Level Critical Values (2)
80% 1.28
85% 1.44
90% 1.64

99% 2.57
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Continuum

[ Vartances ]

4

[Standard deviatlon] » [ Standard error ]

4

[Conﬁdence Interval]
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Conttnuum

2% CMI <

9,0

Variation in all possible

samples from a source
population

[ Standard error ]

4

[Conﬁdence Interval]

-_ee - - - e e e O e e e e e e
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Conttnuum

Inferential statistics

Variation in all possible

samples from a source
population

[ Standard error ]

4

[Conﬁdence Interval]

Single sample variation

Descriptive statistics

B T R U —
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Calculate the 95%CI

-
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9,0

Source population
of all mothers
(n=unknown)

NI

N
I

N

Smoking mothers
(n=74)

Birthweight
2772+£659 gm

Non-smoking
mothers (n=115)

Birthweight
3055+752 gm
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95%Cl

= (Calculation formula
= Mean+1.96(SE)
= For smoking moms:
SE=659/V74 = 76.6
1.96xSE = 150.2 => 2621.8 to 2922.2

= For non-smoking moms:

SE=752/v115 = 70.1
1.96xSE = 1374 => 2917.6 t0 31924
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. tabstat birthwt,by(smoke) stat(mean sd n median p25 p75)

Summary for variables: birthwt

by categories of: smoke (smoking during pregnancy: 0O=no, l=yes)

smoke mean sd N p50 p25 p75
0 3054.957 752.409 115 3100 2495 3629
1 2772.297 659.8075 74 2773.5 2367 3260
Total 2944 .286 729.016 189 2977 2414 3475

. ¢i means birthwt if smoke==
Variable ’ Obs Mean Std. Err. [95% Conf. Intervall
birthwt ’ 74 2772.297 76.70106 2619.432 2925.162

. ¢i means birthwt if smoke==0
Variable ’ Obs Mean Std. Err. [95% Conf. Intervall
birthwt ‘ 115 3054.957 70.1625 2915.965 3193.948

4%
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Statistical inference

-

Source population
of all mothers
(n=unknown)

\.

The wider the Cl, the lesser the precision
The narrower the Cl, the higher the precision

a%»
9.0

MedCMI |

N

Smoking mothers
(n=74)

[95% Conf. Intervall]

2619.432

2925.162

Birthweight
2772+£659 gm

Are they precise estimates?

Non-smoking
mothers (n=115)

Introduction To Medical Statistics

Birthweight
3055+752 gm

[95% Conf. Interval]

2915.965

P Phinyo
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Statistical inference

-~

Source population
of all mothers
(n=unknown)

\.

a%s»
9.9
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Smoking mothers
(n=74)

[95% Conf. Intervall]

2619.432

2925.162

Birthweight
2772+£659 gm

Are they significantly different from each other??

Non-smoking
mothers (n=115)

Introduction To Medical Statistics

Birthweight
3055+752 gm

[95% Conf. Interval]

2915.965

P Phinyo
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Comparative question

= Are they[significantly different}from each

other?
Are the mean birthweight different between the 2 groups?

We need to
compare!

Is 2,772 equal to 3,055 7
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Statistical inference

|
~33 -22 -1l +31 +22 +33
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Statistical inference

=3 ==l +1 +2 43
[95% Conf. Interval] [95% Conf. Interval]
2619.432 2925.162 2915.965 3193.948
p
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Statistical inference

[95% Conf. Interval] [95% Conf. Interval]

2619.432 2925.162 2915.965 3193.948

Are they significantly different from each other??

4%
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Statistical inference

[95% Conf. Interval] [95% Conf. Interval]

2619.432 2925.162 2915.965 3193.948

Are they significantly different from each other??

4%
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Statistical inference

Mean difference of point estimates

< [
< »

= .

I e | g
=3 -2 -lpy77p 3 42 +1 3055 +1 42 43

[95% Conf. Interval] [95% Conf. Interval]

2619.432 2925.162 2915.965 3193.948

Are they significantly different from each other??
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Statistical inference

Mean difference of point estimates

< [
< »

95%Cl of A
71.7t0493.7 gm

= .

I e | g
=3 -2 -lpy77p 3 42 +1 3055 +1 42 43

[95% Conf. Interval] [95% Conf. Interval]

2619.432 2925.162 2915.965 3193.948

Are they significantly different from each other??

4%
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Hypothests testing

= General concept
1. Making an initial assumption (hypothesis)

2. Collect the data (evidence)

3. Based on the available data (evidence),
decide whether to reject or not reject the
Initial assumption (hypothesis)

&%
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Hypothesits testing

. Criminal Trial
. Z; Analogy
2" (/

“the defendant is
tnnocent until
proven guilty by
evidence”

~

v >
JR e S
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Hypothesis generation

= Null hypothesis (H,)
» Hypothesis of no difference (contradicts to
the investigators’ belief)
= Defendant is not guilty (innocent)

= Alternative hypothesis (H,)
» Hypothesis of difference (complies with the
investigators' belief)
= Defendant is guilty (criminal)

N PR |
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Hypothesis generation

= Null hypothesis (H,)
= Hypothesis of no difference (contradicts to
the investigators’ belief)
= Defendant is[n_ot guilty (innocent) J

= Alter No statistically testable!
= Hypothesis of difference (complies with the

investigators' belief)
- Defendant[is guilty (criminal)]

N PR |
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Hypothesis generation

= Null hypothesis (H,)
» Hypothesis of no difference (contradicts to
the investigators’ belief)
= Defendant was not at the crime scene

= Alternative hypothesis (H,)
» Hypothesis of difference (complies with the
investigators' belief)
» Defendant was at the crime scene

N PR |
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In statistics, try to think of yourself (the investigators) as the jury. The
jury makes a decision based on the available evidence (data).

Able to reject the
( )

null hypothesis it tsh
Sufficient evidence — [ - P J

Not able to reject the
null hypothesis

Insufficient evidence | E——————— Not guilty, behave as if

L ) the defendant is innocent

v
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Hypothesits testing

’[ True criminal ]

[ Sufficient evidence J‘ [ Guilty J

{

Scapegoat

True criminal

N

¥

[ Insufficient evidence J‘ [ Not guilty J

a%s
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Hypothesits testing

________________

[ Sufficient evidence J‘ [ Guilty J

{ Insufficient evidence J‘ { Not guilty J

&% b 2 _ |
“ K, rk" I RS Introduction To Medical Statistics
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4 N\
Scapegoat
4 N\
True criminal
L J

[ Innocent J:
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Hypothesits testing

Actual Truth
Trial Result
Drug works Drug does not work
Drug works Correct Ll
J (False positive)
D
rug does Type error Correct
not work (False negative)
: : aviy RS Introduction To Medical Statistics P Phinyo




Hypothesits testing

Actual Truth
Trial Result
Drug works Drug does not work
Drug works orre e | el
J (False positive)

Drug does Type Il error

not work (False negative)

2% Me Jrk‘l ' RS Introduction To Medical Statistics
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Hypothests testing

Actual Truth
Trial Result
Drug works Drug does not work
Type | error

Drug works Correct (Fa>l/spe positive)
Drug does Type Il error

not work (False negative) Somed
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Hypothesis generation

= Alpha error (type | error)
= When the investigators rejected the null

hypothesis, when, in fact, the null hypothesis
Is TRUE.

=  Accept: at critical value 0.05, 0.01
= Statistical power (type Il error, Beta error)
= When the investigators were not able to
reject the null hypothesis, when, in fact, the
null hypothesis is FALSE.
= Accept: power 80-90%, Beta 10-20%

s MedCMU
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Hypothesis generation

* To minimize the possibility of both type | and
type Il error, researchers calculate the
appropriate study size for hypothesis testing!

= Factors that influence the study size
= Statistical power
= Alpha error
= Variability
» Effect size

s MedCMU
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Hypothesis generation

To minimize the possibility of both type | and
type Il error, researchers calculate the
appropriate study size for hypothesis testing!

ncrease study size
ncrease statistical power
Reduced type Il error

LFEC, 000 L S/ FT7 HOUE

WD LB FT Sr il
IRAR LAS/ T MITE
ITE LASS MY RO

CMI s
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Hypothesis generation

* To minimize the possibility of both type | and
type Il error, researchers calculate the
appropriate study size for hypothesis testing!

Increase study size

Reduce type | error

0.10 — small study size
0.05 — moderate study size
0.01 — highest study size

&%
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Hypothesis generation

* To minimize the possibility of both type | and
type Il error, researchers calculate the
appropriate study size for hypothesis testing!

= Variability
» Large variability — needs large study size
= Small variability — needs small study size

2% CMI <
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Hypothests generation

|
medium I :
variability : \u
:
|

igh

variability

I 1
2%
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Hypothesis generation

* To minimize the possibility of both type | and
type Il error, researchers calculate the
appropriate study size for hypothesis testing!

»  Effect size

= Large effect — needs small study size
= Small effect — needs large study size

2% CMI <
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Hypothests testing

Smoking moms Non-smoking moms

If the mean birth weight was lower
in the smoking moms, then
smoking is the risk for LBW!

-3 -2 -1 - +2 43 I - +2 +
[95% Conf. Interval] [95% Conf. Interval]
2619.432 2925.162 2915.965 3193.948

Testing assoclation between maternal
smoking and neonatal birthweight

4%
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Hypothesis generation

= Null hypothesis (H,)
» Hypothesis of no difference (contradicts to
the investigators’ belief)
= BW in smokers = BW in hon-smokers

= Alternative hypothesis (H,)
» Hypothesis of difference (complies with the
investigators’ belief)
= BW in smokers # BW in non-smokers

N PR |
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Hypothesis generation

= Null hypothesis (H,)
= Hypothesis of no difference (contradicts to
the investigators’ belief)
= BW in smokers = BW in hon-smokers
= BW difference = 0
= Alternative hypothesis (H,)
» Hypothesis of difference (complies with the
investigators’ belief)
= BW in smokers # BW in hon-smokers
= BW difference # 0

s \ 4.
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Hypothesis generation

4 I 4 I 4 N\ I
; The jury and Make a verdict
Hypothesis Collect the :
generation »' data (evidence) » Jgdge bajsed o
brainstorm evidence
\ J \_ % \ S A J
4 N I 4 o e I
: - Make a verdict
Hypothesis Collect the Statistical
generation l-' data (evidence) -' testing - bpai?adluoen
\§ /L % \§ /L %
)k CML) RS Introduction To Medical Statistics P Phinyo
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Hypothests testing

Smoking moms Non-smoking moms
[95% Conf. Interval] [95% Conf. Interval]
2619.432 2925.162 2915.965 3193.948

Find the statistical testing to compare
two independent mean

{ Independent or two-sample t-test }

)
‘ F o Y . . . . .
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Hypothesis testing with t-test

. ttest birthwt,by(smoke)

Two-sample t test with equal variances

Group Obs Mean Std. Err. Std. Dev. [95% Conf. Interval]

0 115 3054.957 70.1625 752.409 2915.965 3193.948

1 74 2772.297 76.70106 659.8075 2619.432 2925.162

combined 189 2944 .286 53.02811 729.016 2839.679 3048.892

diff 282.6592 106.9544 71.66693 493.6515

diff = mean(0) - mean(l) t = 2.6428

Ho: diff degrees of freedom = 187
Ha: diff < 0 Ha: diff != 0 Ha: diff > 0

Pr(T < t) = 0.9955 Pr(IT| > |t]) = 0.0089 Pr(T > t) = 0.0045

*s MedCMU
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Hypothesis testing with t-test

. ttest birthwt,by(smoke)

Two-sample t test with equal variances

Group Obs Mean Std. Err. Std. Dev. [95% Conf. Interval]

0 115 3054.957 70.1625 752.409 2915.965 3193.948

1 74 2772 .297 76.70106 659.8075 2619.432 2925.162

combined 189 2944 .286 53.02811 729.016 2839.679 3048.892

diff 282.6592 106.9544 71.66693 493.6515

diff = mean(0) - mean(l) t = 2.6428

Ho: diff = 0 degrees of freedom = 187
Ha: diff < 0 Ha: diff != 0 Ha: diff > 0

Pr(T < t) = 0.9955 Pr(IT] > |t]) = 0.0089 Pr(T > t) = 0.0045

P-value

Introduction To Medical Statistics P Phinyo
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What is the P-value?

avs

P stands for probability.

Thus, P-value is the probability value.

It expresses the weight of evidence in favor of
against the stated null hypothesis.

Precise definition: P value is the probability,
given the null hypothesis is true, of obtaining the
data as extreme or more extreme than that of
the observed.

CMILI RS Introduction To Medical Statistics P Phinyo



What is the P-value?

= P stands for probability.

= Thus, P-value is the probability value.

= |t expresses the weight of evidence in favor of
against the stated null hypothesis.

= Precise definition: P value is the probabillity,
given the null hypothesis is true, of obtaining the
data as extreme or more extreme than that of
the observed.

ToManuANNBAAFNUBANNGF MDA NNl uaNsN
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What is the P-value?

4%
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What ts the P-value?

Suppose we want to test the efficacy of the 2 drugs
Outcomes = success rate of something
Given the null hypothesis is really TRUE.
HO: success rate in drug A = success rate in drug B
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What ts the P-value?

4% ) 4.
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Suppose we want to test the efficacy of the 2 drugs
Outcomes = success rate of something
Given the null hypothesis is really TRUE.
HO: success rate in drug A = success rate in drug B

- N
Trial #1
e
Drug A N =100 Randomization N=100 | DrugB
7 . s
\_ -
Success rate 50% Success rate 50%
Diff=0, p-value=1.000
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What ts the P-value?

4% ) 4.

\ S 4

Suppose we want to test the efficacy of the 2 drugs
Outcomes = success rate of something
Given the null hypothesis is really TRUE.
HO: success rate in drug A = success rate in drug B

- N
Trial #2
e
Drug A N =100 Randomization N=100 | DrugB
7 . s
\_ -
Success rate 45% Success rate 55%
Diff=10, p-value=0.200
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What ts the P-value?

4% ) 4.

\ S 4

Suppose we want to test the efficacy of the 2 drugs
Outcomes = success rate of something
Given the null hypothesis is really TRUE.
HO: success rate in drug A = success rate in drug B

- N
Trial #3
e
Drug A N =100 Randomization N=100 | DrugB
7 . s
\_ -
Success rate 55% Success rate 45%
Diff=10, p-value=0.200
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What ts the P-value?

4% ) 4.

\ S 4

Suppose we want to test the efficacy of the 2 drugs
Outcomes = success rate of something
Given the null hypothesis is really TRUE.
HO: success rate in drug A = success rate in drug B

- N
Trial #4
e
Drug A N =100 Randomization N=100 | DrugB
7 . s
\_ -
Success rate 60% Success rate 40%
Diff=20, p-value=0.100
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What ts the P-value?

4% ) 4.

\ S 4

Suppose we want to test the efficacy of the 2 drugs
Outcomes = success rate of something
Given the null hypothesis is really TRUE.
HO: success rate in drug A = success rate in drug B

- N
Trial #4
e
Drug A N =100 Randomization N=100 | DrugB
7 . s
\_ -
Success rate 40% Success rate 60%
Diff=20, p-value=0.100
ICMLJ RS Introduction To Medical Statistics P Phinyo



What ts the P-value?

Suppose we want to test the efficacy of the 2 drugs
Outcomes = success rate of something
Given the null hypothesis is really TRUE.
HO: success rate in drug A = success rate in drug B

Trial #5

Randomization N=100 | DrugB

Difference=40%!!
Success rate 70% Is 40% = 0% 27 Success rate 30%

Diff=40, p-value=0.020

a% p 4. _1
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What ts the P-value?

=  QObserved difference = 40%

= What are the chances to get a result like this, when the null
hypothesis is TRUE?

= P-value <0.05 means?

: N
Trial #5
e
Drug A | N=100 Randomization/ N=100 | Drug B
-

Success rate 70% Success rate 30%

e MedCMI RS
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What ts the P-value?

= P-value <0.05 means there is less than 5% chance to
identify the difference of 40% or more in any sample
if the null hypothesis is TRUE.

: N
Trial #5
>
Drug A | N=100 Randomization/ N=100 | Drug B
-

\_ \
Success rate 70% Success rate 30%
Diff=40, p-value=0.020
_: .:_ Me Jrkﬁl I RS Introduction To Medical Statistics P Phinyo



What ts the P-value?

= P-value <0.05 means there is less than 5% chance that a
difference this large or more could occur by chance
(random error) alone.

Trial #5 ( YY) W

Small P-value indicates that the observed data are
not consistent with the null hypothesis (in the
population) — and that they are unlikely to have
occurred, based on chance only, if the null
hypothesis were really TRUE.

WessuEEy mess=csy
Success rate 70% Success rate 30%
| Diff=40, p-value=0.020
_: .:_ Me —Irkﬁl I RS Introduction To Medical Statistics P Phinyo



What ts the P-value?

= P-value <0.05 means there is less than 5% chance that a
difference this large or more could occur by chance
(random error) alone.

: A\
Trial #5
>
Drug A | N=100 Randomization N=100 | DrugB
7z ~ ([ B

So why the results of this trial is significant?,
unlike the other trials

N~ i

Success rate 70% Success rate 30%
Diff=40, p-value=0.020

a% 2. 1
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What ts the P-value?

= P-value <0.05 means there is less than 5% chance to
identify the difference of 40% or more in any sample
if the null hypothesis is TRUE.

’ N
Trial #5
/
DrugA | N=100 ~ Randomization  N=100 | Drug B
v N (FEE = G h
Significance by chance (random error)
\ / N 4
Success rate 70% Success rate 30%
| Diff=40, p-value=0.020
_: .:_ MedCMLI RS Introduction To Medical Statistics P Phinyo



What is the P-value?

= 0.05 or 5% is commonly used as a cut-off.

= P <0.05is commonly described as statistically
significant difference.

= P >0.051s commonly described as not
statistically significant difference.

2% CMI <
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What is the P-value?

Common misconception about the P-value

a’s
9.9

A P-value is the probability that the null
hypothesis is TRUE.

A P-value quantifies the probability to falsely
reject the null hypothesis.

The smaller the P-value, the larger or the more
iImportance is the clinical effect.

CMI <
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What is the P-value?

Common misconception about the P-value

. The null hypothesis is already and always
TRUE based on P-value definition!

A P-value quantifies the statistical evidence that the
u . o . .
results identified in the sample are different from the
null hypothesis (in population) or not?

The smaller the P-value, the more statistical evidence
to reject the null hypothesits.

a% 2. 1
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Hypothesis testing with t-test

. ttest birthwt,by(smoke)

Two-sample t test with equal variances

Group Obs Mean Std. Err. Std. Dev. [95% Conf. Interval]

0 115 3054.957 70.1625 752.409 2915.965 3193.948

1 74 2772 .297 76.70106 659.8075 2619.432 2925.162

combined 189 2944 .286 53.02811 729.016 2839.679 3048.892

diff 282.6592 106.9544 71.66693 493.6515

diff = mean(0) - mean(l) t = 2.6428

Ho: diff = 0 degrees of freedom = 187
Ha: diff < 0 Ha: diff != 0 Ha: diff > 0

Pr(T < t) = 0.9955 Pr(IT] > |t]) = 0.0089 Pr(T > t) = 0.0045

P-value ??

Introduction To Medical Statistics P Phinyo
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Hypothesis testing with t-test

. ttest birthwt,by(smoke)

Two-sample t test with equal variances

Group Obs Mean Std. Err. Std. Dev. [95% Conf. Interval]

0 115 3054.957 70.1625 752.409 2915.965 3193.948

1 74 2772.297 76.70106 659.8075 2619.432 2925.162
combined 189 2944 .286 53.02811 729.016 2839.679 3048.892
diff 282.6592 106.9544 71.66693 493.6515
diff = mean(0) - mean(l) t = 2.6428

Ho: diff = degrees of freedom = 187

Ha:

diff < 0
PrCY < £) = 0.9955

Ha:
PrCIT] >

diff !'=0
|t]) = 0.0089

Ha: diff > 0
Pr(T > t) = 0.0045

The probability is less than 1 in 100 that a difference this large could be due to chance (random error)

S« MedCMU

RS
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alone (there must be some effect from smoking on birthweight for sure).
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Hypothests testing

= Comparative questions
= Compare different between groups
(independent group) = daszsionis

= Compare different within groups
(dependent group) = Lidasssionu

N PR |
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Hypothests testing

= Comparative questions
s Wisuiisusssuiienaluldond 3 iWouszning
Wuhefi ldsun1sshensheswuvnulng fu
WUef IH5UNTSABS 88U ULU UG

» Two independent groups (T vs. 16in)

= Mean FBS in Tusi vs. Mean FBS in 16
» Compare two independent means

M W P |
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Hypothesits testing

= Comparative questions

s Wisuiisusssuiienaluldond 3 iWouszning
Wuhefi ldsun1sshensheswuvnulng fu
WUET IBSUNNTSAENAIUNTHITUIUULG
Compare two independent means

= Null hypothesis
= Mean FBS in Tud = Mean FBS in 1A

= Alternative hypothesis
= Mean FBS in Twai # Mean FBS in 1

. 0 A4l
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Hypothests testing

= Continuous variables
= 2 Types of statistics
= Parametric statistics
= Based on normal distribution
» Based on parameters
= Non-parametric statistics
= Not based on distribution
= Based on rank and order

% \ 4. .1
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Two independent: numerical

—[ Normal distribution? Jf

=S

No

Parametric statistics

Nonparametric statistics

Independent t-test
Two-sample t-test

Wilcoxon
(Mann-Whittney)
Rank sum test

Dependent t-test
Patred t-test

Wilcoxon
(Mann-Whittney)
Sign rank test

&%
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t-test

* |Independent t-test
= Compares two independent means
= Based on normal distribution
= Null hypothesis:
Mean 1 = Mean 2

(Two sample come from population with the same mean)

= Assumption
= Continuous data, normally distributed
= Variances are the same

2% CMI <
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Ranksum test

= Rationale of test
= |t is the analogue of t-test
= |t is based on the ranks of the data
= Suitable for larger samples
= Does not test the medians,
It tests the whole distribution
= Assumption
» The data are in two groups and can
be ranked

&%
A rk" I RS Introduction To Medical Statistics P Phinyo



Ranksum test

A B C
Wilcoxon Rank-Sum Test

Original data Ranks

Control
Control Control count 12
11 24 4 rank sum 119.5
15 31 10
9 35 2 0.05
29 1 2
34 28 : 119.5
17 12 11 ; 115
18 18 no
14 30 8.5
12 14 5.5
13 22 7
26 10 15
31 29
17 24.33333

Introduction To Medical Statistics




Hypothests testing

Group A Group B P-value | Statistical Test used
(n=XX) (n=YY)

Age 5010 40+10 0.030

Partty 1+1 32 0.045

Gestational age 3243 36%3 0.005

Hemoglobin 10.2£1.6 12.5+1.8 0.009

Creatinine P ) 0.7£1.1 0.067

Blood loss 3521250 658+387 0.042

Length of stay 510 2+5 0.033

Fictitlous data

&% b 2 _ |
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Hypothesits testing

Group A Group B P-value | Statistical Test used

(n=XX) (n=YY)
Age 5010 40+10 0.030 | Independent t-test
Parity 1+1 312 0.045 Rank sum test
Gestational age 3243 36%3 0.005| Independent t-test
Hemoglobin 10.2+£1.6 12.5£1.8 0.009 | Independent t-test
Creatinine 2+1.5 0.7+1.1 0.067 Rank sum test
Blood loss 3521250 658+387 0.042 Rank sum test
Length of stay 510 2+5 0.033 Rank sum test

a4 ) 4
9.9
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Hypothesits testing

= Continuous variables
= Comparing >2 groups
= Multiple pairwise t-test
= Oneway ANOVA
= Kruskal-Wallis rank test

s MedCMU
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>2 Independent: numerical

—[ Normal distribution? ]7

Yes

NoO

Parametric statistics

Nonparametric statistics

Oneway ANOVA
(analysis of variance)

Kruskal-Wallis rank test

-

9,0
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Hypothesits testing
= Categorical variables
= Comparing =2 groups
» Chi-squared test
» Fisher’s exact probability test

&% p 2 _ 1|
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Cht-squared test

= Rationale of test

» (Calculated the expected frequencies
If there were no association.

= Null Hypothesis: No association
Expected freq = Observed freg

= |f observed frequencies are very
different to the expected values, there is
high possibility of association.

e NI
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Hypothesis testing

» Hypothesis-driven question?

Does obese people carry higher risk of
coronary heart disease than non-obese

people?
Obese, category [yes,no] = [0,1]
CHD, category |[yes,no] = [0,1]

a%»
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Hypothests testing

= Comparative questions
s Spuifisudendnuaosnisiialsariaonidan

wilaluauiiguioduaui biduiainuansneiu
w3alu?

» Two independent groups (suily vs. lsige)

* %CHD in obese vs. %CHD in non-obese

» Compare two independent proportions
= %CHD (event of CHD/total at risk)

a4 2. 1
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Hypothesis testing

= Example
= Null hypothesis
Proportion CHD In obese =
Proportion CHD In nhon-obese

» Alternative hypothesis
Proportion CHD in obese #
Proportion CHD in non-obese

a%»
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Hypothesis testing

CHD+ve CHD-ve Total
Obese 50 (0.5) 50 (0.5) 100
Non-obese 50 (0.5) 50 (0.5) 100
Total 100 100 200
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Hypothesis testing

CHD+ve CHD-ve Total
Obese 70 (0.7) 30 (0.3) 100
Non-obese 30 (0.3) 70 (0.7) 100
Total 100 100 200

_: :: Mec lrk‘l y RS Introduction To Medical Statistics P Phinyo




Hypothesis testing

a’s
9.9

. tabi 70 30 \ 30 70, chi 2

ofe]
r ow 1 2 Tot al
1 70 30 100
2 30 70 100
Tot al 100 100 200
Pearson chi 2( 1) 32. 0000 Pr = 0. 000

CMI "
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Fisher’'s exact test

= Exact probability test

= Complex calculation

= |t is useful for small samples

= Used for only 2x2 tables

» Based on exact probabilities

» Tests the same null hypothesis as Chi2
= Assumption of test: None

&%
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Hypothesis testing

. tabi 70 30 \ 30 70, chi2 exact

col
row 1 2 Total
1 70 30 100
2 30 70 100
Total 100 100 200

Pearson chi2(1l)
Fisher's exact
1-sided Fisher's exact

32.0000 Pr = 0.000
0.000
0.000

4%
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Take Home Knowledge

= \What's inferential statistics?

» What's the difference between SD, SE, and
Confidence interval?

= What's hypothesis testing?

= What's null and alternative hypothesis?

e CMI <
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Take Home Knowledge

» The importance of study size estimation?

= Factors that influence study size?

e C NI
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Take Home Knowledge

= Compare two normally distributed
numerical data?

= Compare two non-normally distributed
numerical data?

= Compare two or more independent
categorical data?

e CMI <
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